**Analysis Project**

**Addressing Employee Retention**

**(Due June 29th, 2024)**

# Introduction

For the class analysis project, we will be working with a data set from the field of Human Resources Analytics. Ideally, companies would like to keep attrition rates (the proportion of employees leaving a company for other opportunities) as low as possible as a means to build organizational capability and to reduce costs and business disruptions that come with replacing productive employees on short notice.

please submit the following for the analysis project:

* R Markdown file in based on the template
* Word document which has knit from the R Markdown file.

The data – “Employee\_Data” - consists of 1,100 employee records for a U.S. based product company. The rows in this data frame represent an employee’s attributes across the variables listed in the table below.

|  |  |  |
| --- | --- | --- |
| Variable | Definition | Data Type |
| left\_company | Did the employee leave the company? (Yes/No) | Factor |
| department | Department within the company | Factor |
| job\_level salary weekly\_hours | Job Level (Associate - Vice  President)  Employee yearly salary (US Dollars)  Self-reported average weekly hours spent on the job (company survey) | Factor  Numeric  Numeric |
| business\_travel | Level of required business travel | Factor |
| yrs\_at\_company | Tenure at the company (years) | Numeric |
| yrs\_since\_promotion | Years since last promotion | Numeric |
| previous\_companies  job\_satisfaction performance\_rating | Number of previous companies | Numeric |
| for which the employee has  worked  Self-reported job satisfaction Factor (company survey)  Most recent annual performance Factor rating | |

|  |  |  |
| --- | --- | --- |
| Variable | Definition | Data Type |
| marital\_status miles\_from\_home | Marital status (Single, Married, or Divorced)  Distance from employee address to office location | Factor  Numeric |

**Project Requirements**

The project requirements are to:

Conduct exploratory data analysis on the data set using commands including dim( ), str( ), head( ), glimpse( ), skim( ) and summary( ).

Decide on three questions that explore the relationship between whether someone left the company and other variables in the data set. Using summary tables and graphs explore each of the three questions – for example using using dplyr/tidyr or ggplot or both and draw a conclusion as to whether a variable is related to whether someone leaves the company.

Fit two classification algorithms (logistic regression and one other) to predict the response variable of left\_company. You should use all of the other variables in the Employee\_Data dataset as predictor variables for each model. For the analysis, please follow the template in the Predictive Modeling section below.

Write a project report.

Knit the report with the code and summary tables and plots and turn in as both Word and Rmd files.

# Overview

Executives at this company have hired you as a data science consultant to identify the factors that lead to employees leaving their company. They would like for you to do an initial data analysis that is able to provide the insights on the likelihood of an employee leaving and to help address employee turnover.

Specifically, the broad question that the executive team is trying to answer is:

• What are the factors that contribute to employees leaving the company based on summary statistics?

# Data Analysis [30 Points]

In this section, please think of at least three relevant questions that explore the relationship between left\_company and the other variables in the Employee\_Data data set. The goal of your analysis should be discovering which variables drive the differences between who leave the company and those that do not.

Please each question and provide supporting data summaries with either a summary data frame (using dplyr/tidyr) or a plot (using ggplot) or both.

# Predictive Modeling [70 Points]

In this section of the project, you will fit two classification algorithms to predict the response left\_company. You should use all of the other variables in the Employee\_Data data set as predictor variables for each model.

Please follow the machine learning steps below.

The data splitting and feature engineering steps should only be done once so that your models are using the same data and feature engineering steps for training.

* Split the Employee\_Data into a training and test set (remember to set the seed)

* Specify a feature engineering pipeline with the recipes package

- You can include steps such as skewness transformation, dummy variable encoding or any other steps you find appropriate

• Specify a parsnip model object

- Choose from the following classification algorithms:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAUCAYAAABvVQZ0AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAE0SURBVDhPrZSxbQJBEEUPHDsiI7TkiMANUAEVkBO4A3dACbgGSnDkBoiQHGLJFRBAAXje3Xw8rIfjQDzpa25nb//Ozi1U96TnsY0n07B5rPamdfN4G2+mg+udxDn6Htv48gg/HlOi2cBjyc5jG/XaaDYzrUwv9egP+iRilYDJ0rSoRw5NVl+2pldTRHPjetQwMfHuvzkWKyl9mHR05aia3DzkJD7UEV4iEXfjmQo2PsaMVmge8YU5WQqmU5MMMrEJG6vyTmAaK0Uc8SqT7MhS56oyEz6E+sQ1iKZpv0gwUVaCMWjMZtnRT0zLq0Hz4+VVXneJheVXpZdHNMkusR8s1IJ4aYHKyVPpSQ95kTtVQl5m5S8DOEG2LiWaqYcpXf6CRh4v8uCxjWfTo+nbRG8+TQlV9QuIeXOMrGMPvgAAAABJRU5ErkJggg==) Logistic Regression

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAUCAYAAABvVQZ0AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAE0SURBVDhPrZSxbQJBEEUPHDsiI7TkiMANUAEVkBO4A3dACbgGSnDkBoiQHGLJFRBAAXje3Xw8rIfjQDzpa25nb//Ozi1U96TnsY0n07B5rPamdfN4G2+mg+udxDn6Htv48gg/HlOi2cBjyc5jG/XaaDYzrUwv9egP+iRilYDJ0rSoRw5NVl+2pldTRHPjetQwMfHuvzkWKyl9mHR05aia3DzkJD7UEV4iEXfjmQo2PsaMVmge8YU5WQqmU5MMMrEJG6vyTmAaK0Uc8SqT7MhS56oyEz6E+sQ1iKZpv0gwUVaCMWjMZtnRT0zLq0Hz4+VVXneJheVXpZdHNMkusR8s1IJ4aYHKyVPpSQ95kTtVQl5m5S8DOEG2LiWaqYcpXf6CRh4v8uCxjWfTo+nbRG8+TQlV9QuIeXOMrGMPvgAAAABJRU5ErkJggg==) LDA

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAUCAYAAABvVQZ0AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAEcSURBVDhPrZS9DcIwEEYDDEDBBixAj5iACdiADdiAFZiBESioaaiQaBCIgh4kJoB7yR25OE6UAE/65P/z50vs5J90tKxjIhpn1eQmWmfV71iIXqolHVV0taxjpyU8tYzigw1VbRmIRlk1h1w8RLO0lcMGdkzy56F9Ee3TlkKnLUAEZkcjFoz8+TVzUcpURHQ/iEtbbH245EjhXNwRowCLNyI/EQdMps7ubGJjBA3TUgIHK5EtCsWG/siNwLp3gvjvWhE7rlcjZ7EgOLGEhzkjl6WccRxLsp9ou1tfo6/JIj/4038GVTcAJ7FgQBtXOC3AEVCIdx37kp+76S/6VdWWu+hApckTZA8j9LWM0tOyDl7jk2grOouOoghJ8gYtknS5XK2QaQAAAABJRU5ErkJggg==) QDA

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAUCAYAAABvVQZ0AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAEcSURBVDhPrZS9DcIwEEYDDEDBBixAj5iACdiADdiAFZiBESioaaiQaBCIgh4kJoB7yR25OE6UAE/65P/z50vs5J90tKxjIhpn1eQmWmfV71iIXqolHVV0taxjpyU8tYzigw1VbRmIRlk1h1w8RLO0lcMGdkzy56F9Ee3TlkKnLUAEZkcjFoz8+TVzUcpURHQ/iEtbbH245EjhXNwRowCLNyI/EQdMps7ubGJjBA3TUgIHK5EtCsWG/siNwLp3gvjvWhE7rlcjZ7EgOLGEhzkjl6WccRxLsp9ou1tfo6/JIj/4038GVTcAJ7FgQBtXOC3AEVCIdx37kp+76S/6VdWWu+hApckTZA8j9LWM0tOyDl7jk2grOouOoghJ8gYtknS5XK2QaQAAAABJRU5ErkJggg==) KNN

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAATCAYAAAByUDbMAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAEASURBVDhPvZTBDcIwDEUrNgBuCHFgASTOTMAEbMAGbMAKzMAI7IDEBJwQZ1YAv+BfWSUNEQee9GUlrb8T49L8m53p6Tqy0cfAY4mbR7h4zFJjdvf4lWi2Me1N47TKE08ptiZa0YLBw0RfzqaFKaKerdLqzdx0MukZ60RsshSraU9ma5OKSwdTCy/ESog1FZXIDUiK71xNtCgL1WMCRjIjUfsU4gBVcCJMu9fBJPaupTQaE9PINEyrH6Fq7B0n0/W61+ztFQ+iiRLi2FT9ALnRYBiF9qpGozS0PFNCbHzv0ELf54SBEnI9+vicSkSzYlLNv8bU41dqzGYeYekxQ9O8AD6laGBur0B3AAAAAElFTkSuQmCC) Decision Tree ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAUCAYAAABvVQZ0AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAAAE0SURBVDhPrZSxbQJBEEUPHDsiI7TkiMANUAEVkBO4A3dACbgGSnDkBoiQHGLJFRBAAXje3Xw8rIfjQDzpa25nb//Ozi1U96TnsY0n07B5rPamdfN4G2+mg+udxDn6Htv48gg/HlOi2cBjyc5jG/XaaDYzrUwv9egP+iRilYDJ0rSoRw5NVl+2pldTRHPjetQwMfHuvzkWKyl9mHR05aia3DzkJD7UEV4iEXfjmQo2PsaMVmge8YU5WQqmU5MMMrEJG6vyTmAaK0Uc8SqT7MhS56oyEz6E+sQ1iKZpv0gwUVaCMWjMZtnRT0zLq0Hz4+VVXneJheVXpZdHNMkusR8s1IJ4aYHKyVPpSQ95kTtVQl5m5S8DOEG2LiWaqYcpXf6CRh4v8uCxjWfTo+nbRG8+TQlV9QuIeXOMrGMPvgAAAABJRU5ErkJggg==) Random Forest.

* Package your recipe and model into a workflow

* Fit your workflow to the training data

- If your model has hyperparameters:
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• Evaluate model performance on the test set by plotting an ROC curve using autoplot() and calculating the area under the ROC curve on your test data

# Summary of Results [50 Points]

Write a summary of your overall findings and recommendations to the executives at the company. Think of this section as your closing remarks of a presentation, where you summarize your key findings, model performance, and make recommendations.

Please include:

1. An introduction where you explain the business problem and goals of your data analysis

* What problem(s) is this company trying to solve? Why are they important to their future success?
* What was the goal of your analysis? What questions were you trying to answer and why do they matter?

2. Highlights and key findings from your Exploratory Data Analysis section

* What were the interesting findings from your analysis and why are they important for the business?
* This section is meant to establish the need for your recommendations in the following section

3. Your “best” classification model and an analysis of its performance

• In this section you should talk about the expected error of your model on future data

– To estimate future performance, you can use your model performance results on the test data **Report and Summary of Results**

Please follow the report template (please see below) with Introduction, Data and Model, Discussion and Analysis, Conclusions and Appendix sections.

**Data Analysis Project Template**

Name

Date

# Structure for Data Analysis Project Report

The data analysis report is specifically for the client, and should address the challenges faced by the client. You should not look at this report as a term paper in a class or a report about a subject. This document is meant, primarily, to start an organized conversation between you and your client. The document should have the following structure.

## 1. Introduction. The introduction should include

* Describe the problem. What substantive question are you trying to address?
* Summary of the study and data, as well as any relevant substantive context, background, or framing issues.
* The “big questions” answered by your data analyses, and summaries of your conclusions about these questions.
* Brief outline of remainder of paper.

## 2. Data and Model

Divide the section into the following categories.

* Data
* Methods
* Analysis
* Results

For every analysis, start with a question you want to address, and provide a detailed response using data, methods used, and finally the results.

**3. Discussion and Analysis**

## 4. Conclusions

The conclusion should reprise the questions and conclusions of the introduction, augmented by some additional observations or details gleaned from the analysis section. New questions, future work, etc., can also be provided in this section.

**5. Appendix/Appendices.**

This is the section, where you will provide the detailed information on the following.

* Detailed tables from the R output
* Plots from R output
* R commands